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Abstract

The main objective of the present study is to examine whether ‘‘simple’’ turbulence models (i.e., models requiring two

partial differential equations or less for turbulent transport) are suitable for use under conditions of forced flow of gas at

low Reynolds numbers in tubes with intense heating, leading to large variations of fluid properties and considerable

modification of turbulence. Eleven representative models are considered. The ability of such models to handle such

flows was assessed by means of computational simulations of the carefully designed experiments of Shehata and

McEligot (IJHMT 41 (1998) 4297) at heating rates of qþin � 0:0018, 0.0035 and 0.0045, yielding flows ranging from
essentially turbulent to laminarized. The resulting comparisons of computational results with experiments showed that

the model by Launder and Sharma (Lett. Heat Transfer 1 (1974) 131) performed best in predicting axial wall tem-

perature profiles. Overall, agreement between the measured velocity and temperature distributions and those calculated

using the Launder–Sharma model is good, which gives confidence in the values forecast for the turbulence quantities

produced. These have been used to assist in arriving at a better understanding of the influences of intense heating, and

hence strong variation of fluid properties, on turbulent flow in tubes. Published by Elsevier Science Ltd.

1. Introduction

This paper is the second of a pair concerned with the

low-Mach-number, turbulent flow of air upwards in a

uniformly heated vertical circular tube, under conditions

of forced convection with significant fluid property varia-

tion. The Reynolds number at the inlet to the tube is low

(4260–6080) so that although the flow is initially tur-

bulent it may become either partially or fully lamina-

rized as a result of being heated [1,2]. The companion

paper by Shehata and McEligot [3] provided the first

data on mean velocity profiles for these conditions,

along with mean temperature profiles, wall temperature

distributions and axial pressure distributions in a care-

fully controlled experiment. Cooling by means of a gas is

a problem which has already received considerable at-

tention by virtue of its importance in gas turbine engines

and rocket propulsion systems.

The use of a gas as a coolant in power generation

systems and process heating offers a number of advan-

tages. In particular, gases can be used at high tempera-

ture and this enables high thermal efficiencies to be

achieved. By suitable choice of gas, advantage can be

taken of chemical inertness, inherent safety and envi-

ronmental acceptability. Consequently, helium and other

gases are being considered as coolants for advanced

power reactors, both fission and fusion. To obtain high
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thermal efficiencies, gas flow rates may be kept relatively

low to give high outlet temperatures. For example, at the

exit of the cooling channels in Japan’s High Temperature

Engineering Test Reactor the design Reynolds number is

about 3500.

The general effects of intense heating of a gas are

variation of the transport properties, reduction of den-

sity causing acceleration of the flow in the central core

and, under some conditions, significant buoyancy forces.

Growth of the internal thermal boundary layer leads to

readjustment of the flow. With an imposed wall heat flux

distribution, truly fully established conditions will not be

reached because the temperature rises leading, in turn, to

continuous axial and radial variation of fluid properties

such as the viscosity, thermal conductivity and density.

In the present paper the term ‘‘moderate heating’’ is

used to describe conditions where the property varia-

tion is significant but turbulent heat transfer parameters

may be predicted adequately using an appropriate vari-

able properties turbulent correlation equation. Typically,

such equations are valid up to local temperature ratios

Tw=Tb of about 2.5 (or non-dimensional heating rates qþ

of about 0.003) [4]; however, these limits vary with

Reynolds number. Beyond these levels we would refer

to the conditions as representing ‘‘intense heating’’ and

expect strong influences on turbulence and heat transfer

Nomenclature

{ } function of

Acs cross-sectional area

cp specific heat at constant pressure

D tube diameter; term in dissipation equation

g acceleration of gravity

gc units conversion factor, e.g., 1 kgm/(N s2),

32.174 (lbm/lbf)/(ft/s2), etc.

G mean mass flux, _mm=Acs
h convective heat transfer coefficient, q00w=ðTw�

TbÞ; enthalpy
k turbulent kinetic energy

l mixing length; turbulent length scale

_mm mass flow rate

p pressure

q00w wall heat flux

r radial coordinate

R tube wall radius

T absolute temperature

us friction velocity, ðgc sw=qwÞ
1=2

v local radial velocity component

V time-mean radial velocity component

w local streamwise velocity component

W time-mean streamwise velocity component

Wb bulk or mixed-mean streamwise velocity

x axial coordinate measured from nominal

start of heating

y coordinate perpendicular to the wall

z axial location

Non-dimensional quantities

Bj buoyancy parameter, Grq=ðRe3:425Pr0:8Þ
f friction factor, 2qb gc sw=G

2

Grq local Grashof number based on heat flux,

gD4q00w=ðm2bkbTbÞ
Kv acceleration parameter, ðm=W 2

b ÞðdWb=dxÞ
Nu local Nusselt number, e.g., hD=k
Pþ local pressure defect, qingcðpin � pÞ=G2
Pr Prandtl number, cpl=k

qþ heat flux parameter, q00w=GcpT ; q
þ
i , based on

inlet conditions, q00w=Gcp;inTin
R turbulence Reynolds number, in Wolfshtein

model

Re Reynolds number, 4 _mm=PDl
uþ streamwise velocity component, W =us

yþ wall distance coordinate, yðgcsw=qwÞ
1=2=mw

Greek symbols

d effective viscous layer thickness

dþ viscous layer thickness in wall coordinates,

dðgcsw=qwÞ
1=2=mw; dMþ , in velocity profile;

dTþ , in temperature profile for buoyancy

analysis; dHþ , in temperature profile for ac-

celeration analysis

e dissipation of turbulence kinetic energy; �ee,
isotropic dissipation function, e � D

k thermal conductivity

l absolute viscosity; lt, turbulent viscosity
m kinematic viscosity, l=q
q density

r turbulent Prandtl number, e.g., rt, for
thermal energy

s shear stress; turbulent time scale; sw, wall
shear stress

x specific dissipation rate

Subscripts

b evaluated at bulk or mixed-mean tempera-

ture (or enthalpy)

cp constant property idealization

fc for forced convection

i, in inlet, inner

t turbulent

w wall, evaluated at wall temperature

Miscellaneous constants and functions in turbulence

models are defined as used
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behavior which would not be adequately described by

simple equations.

The non-dimensional heating rate qþin ¼ q00w=Gcp;inTin
evolves naturally from non-dimensionalizing the gov-

erning equations and boundary conditions in pipe flow

with an imposed wall heat flux distribution [5]. Property

effects come in via the (non-dimensional) exponents in

the power law representations. This parameter is directly

related to the rate of increase of the bulk temperature

and the wall-to-bulk temperature ratio. The parameter

qþ is also directly related to the acceleration parameter
Kv, used by Kline et al. [6] as an indicator of the likeli-
hood of laminarization occurring in external boundary

layers, as Kv;in � 4qþin=Rein [7]; further insight on this
aspect is provided later in the section dealing with the

influences of intense heating on turbulence.

Turbulence models have generally been developed

for conditions approximating the constant properties

idealization. The few ‘‘advanced’’ turbulence models ap-

plied for high heating rates [8–11] were developed with-

out the benefit of velocity and temperature distributions

in strongly heated, dominant forced flow for guidance or

testing. Thus, it is not certain whether the agreement

with wall temperature data for moderate and strong wall

heat fluxes, that was obtained in some cases with such

models, was fortuitous or not. Before they can be ap-

plied with confidence to gas-cooled systems with high

heat fluxes, turbulence models must be validated by

comparison of predictions with careful measurements of

the mean flow and thermal fields for conditions with

significant gas property variation.

It would appear that until Shehata [12] obtained his

mean velocity distributions for dominant forced convec-

tion with significant gas property variation, in low-Mach-

number gas flow through a circular tube, the only

published profile data available to test predictive tur-

bulence models for that situation were the measurements

of mean temperature distributions by Perkins [2]. The

experiments of Shehata and of Perkins were conducted

using an open flow system incorporating a vertical, re-

sistively heated, circular test section exhausting directly

to the atmosphere in the laboratory. The experiment was

designed to provide an approximately uniform wall heat

flux boundary condition in a tube for ascending air en-

tering with a fully developed turbulent velocity profile

at a uniform temperature. The heated length was kept

relatively short to permit high heating rates with Inconel

as the material while possibly approaching quasi-devel-

oped conditions. Small single wire probes were intro-

duced through the open exit in order to obtain pointwise

temperature and velocity measurements. In addition to

the usual difficulties of hot wire anemometry, the tem-

perature range of his experiment introduced additional

problems such as radiation corrections; these difficulties,

their solutions and related supporting measurements are

described by Shehata [12] and Shehata and McEligot

[13]. Shehata’s careful measurements are now readily

available [3] and can be used to provide a further basis

for evaluation of turbulence models for these conditions.

Inlet Reynolds numbers (Rein ¼ 4 _mm=ðPDlinÞ) of �6000
and 4000 were employed and attention was concentrated

on three heating rates chosen to give significant varia-

tion of properties for conditions of predominantly

forced convection which were considered to be ‘‘turbu-

lent’’, ‘‘intermediate’’ and ‘‘laminarizing’’, respectively

(qþin � 0:0018, 0.0035 and 0.0045).
The main objective of the computational study re-

ported here was to examine whether computational

simulations modeling a variety of simple turbulence

models could reproduce the integral heat transfer be-

havior and the internal velocity and temperature distri-

butions found in the experiment referred to above.

Another objective was to throw light on the mechanisms

by which extreme property variations due to intense

heating can cause impairment of heat transfer through

the laminarization of turbulent flow. The models em-

ployed ranged from mixing length models and eddy

diffusivity models to models with one governing equation

for turbulence (k), k–e models with low-Reynolds-num-
ber treatments and two-equation models with alternative

turbulence variables that can be converted to k–emodels.
The scope of the present study was limited to such

models to avoid treatments which would be more diffi-

cult for a thermal engineer to apply to practical prob-

lems.

After presenting the governing equations andboundary

conditions, we identify the turbulence models examined

and the numerical technique used. The first assessment is

by comparison to a simple idealization, fully established

flow with constant fluid properties; this test immedi-

ately eliminated most models. Predictions of integral

results and mean velocity and temperature distributions

are examined next by comparison to the data of the

companion paper [3], mentioned above. The final section

is devoted to further discussion of the numerical results,

including consideration of the mechanisms by which

property variations and buoyancy lead to impairment

of heat transfer. Finally, a summary of the main ob-

servations is presented by way of concluding remarks.

Further details of the experiments are available in the

reports by Shehata [12] and Shehata and McEligot [13]

with (slightly) revised tabulations in the latter report.

The numerical simulations are reported in detail in the

thesis of Mikielewicz [14].

Consequently, new knowledge provided by the pre-

sent paper includes the confirmation that a model(s) can

be directly extended to simulate the internal mean dis-

tributions of strongly heated flows usefully, insight into

the effects leading to laminarization and how they relate

to the model(s) and observation of the behavior of the

simulated turbulent shear stress which leads to validated

predictions of internal velocity and temperature fields.
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2. Computational technique

2.1. Governing equations

The theoretical formulation and calculation proce-

dures used in this study follow those of Cotton [15]. The

conditions considered are those of steady, single-phase,

axisymmetric flow in a vertical tube with no swirl and no

flow reversal. The governing equations are cast in the

‘‘internal boundary layer’’ approximation which reduces

significantly the number of terms appearing in the con-

servation equations and permits numerical solution by a

‘‘marching’’ technique. Modifications to the formulation

which take account of the temperature dependencies of

the thermodynamic and transport properties made by

Yu [16] and Mikielewicz [14] are incorporated.

The mean flow equations for conservation of mass,

momentum and thermal energy are written in the ‘‘thin

shear layer’’ form, which results from considering flow

where there is a clear principal flow direction and the

principle variation of velocity occurs in the direction

normal to this direction. In the duct geometry consid-

ered, a circular tube, the principal flow direction coin-

cides with the axis. These governing equations become

Continuity equation

1

r
oðqrV Þ

or
þ oðqW Þ

oz
¼ 0

Momentum equation

1

r
oðrqVW Þ

or
þ oðqW 2Þ

oz
¼ � dp

dz
þ 1

r
o

or
rðl
�

þ ltÞ
oW
or

�
þ qg

Energy equation

1

r
oðrqVhÞ

or
þ oðqWhÞ

oz
¼ 1

r
o

or
r

k
cp

��
þ lt

rt

�
oh
or

�

For the two-equation turbulence models, the equa-

tions used to describe the transport of turbulence kinetic

energy and its rate of dissipation become

k-transport

1

r
oðqrVkÞ

or
þ oðqWkÞ

oz
¼ lt

oW
or

� �2
þ 1

r
o

or
r l

��
þ lt

rk

�
ok
or

�
� qe þ qP

e-transport

1

r
oðqrV eÞ

or
þ oðqW eÞ

oz
¼ C1f1

e
k
lt

oW
or

� �2
þ 1

r
o

or
r l

��

þ lt
re

�
oe
or

�
� C2f2f3

qe2

k
þ qE

The various two-equation models examined in this study

differ in respect of the form of the functions fl, f2 and f3

which are used and the additional terms P and E in-

troduced to account for pressure diffusion of k and

production of e, respectively, in the near-wall region.
Instead of using k3=2=e as a turbulence length scale, some
models use k3=2=�ee, in which �ee ¼ e � D, the form of the

function D being chosen so that the isotropic dissipation

function �ee takes the value zero at the wall. The dissipa-
tion equation is then usually (but not always) solved for
�ee instead of e. To account for effects of buoyancy, the
body force term appears in the source term of the mo-

mentum equation but buoyancy effects are not included

in the transport equations for turbulent energy and

dissipation rate. The significance of buoyancy forces is

discussed later.

The integral continuity equation, a statement of con-

servation of the mass flow rate _mm, is the final equation
relating the dependent variables, W, V, h, k, e and p. It

takes the form

_mm ¼ 2P
Z

qWrdr

(The dependent variables comprise five two-dimensional

quantities and one that is one-dimensional, p; conse-

quently, the mathematical statement requires five partial

differential equations and one integral equation to be

described fully.)

For the flow––the condition of no-slip is applied at

the tube wall, which is assumed to be impermeable and it

is assumed to be symmetrical about the centerline. For

the equation representing dissipation of turbulence, the

wall boundary condition differs between the various

turbulence models, as indicated in the next section. The

thermal condition at the wall is a specified axial distri-

bution of wall heat flux; in the experiments considered, it

(approximately) shows an exponential approach to a

near-uniform value in a few diameters. The governing

partial differential equations form a parabolic set and

the initial conditions imposed are specified fully devel-

oped profiles of the streamwise velocity, turbulence ki-

netic energy and dissipation and a uniform temperature

profile. Preliminary calculations for an unheated tube

were performed to generate these profiles, starting with

approximate assumed profiles; invariant conditions were

obtained within about 60 diameters.

All fluid properties are taken as temperature depen-

dent. Thermal conductivity, dynamic viscosity and spe-

cific heat are calculated using relations for air due to

Wisniewski [17], in the form of polynomials of temper-

ature. The perfect gas approximation is used to describe

the temperature dependence of density.

2.2. Turbulence models examined

For general background on turbulence modeling, the

reader is referred to introductory materials in the texts

by Launder and Spalding [18] or Kays and Crawford
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[19] plus the publications of the authors cited in the case

of the turbulence models used here, which are

With a few exceptions as noted below, the models were

used in the form described in the publications cited

above. For the two-equation models, the model con-

stants and functions employed are listed in Tables 1 and

2 and the extra terms and model features are given in

Tables 3 and 4, respectively. As noted in Section 1, the

scope of the present investigation is constrained to two-

equation models so Reynolds stress models were not

considered. If a two-equation model is found that sim-

ulates the internal mean velocity and temperature fields

reasonably, there is not a significant incentive to use

more complicated models for the purposes of the present

study. As shown by Torii and colleagues [10], a Rey-

nolds stress model does not necessarily do well for

‘‘intermediate’’ conditions. In a parallel investigation

during the preparation of the present paper, Nishimura

[34] has apparently applied a Reynolds stress model to

simulate the data of Shehata and McEligot [13] suc-

cessfully.

In all cases, a value of 0.9 was chosen for the tur-

bulent Prandtl number rT; this approach is a popular
means of avoiding complicating the calculations further.

While there is evidence from direct numerical simula-

tions [35] that rT may vary with yþ (and Pr), Bankston

and McEligot [5], McEligot and Bankston [36] and suc-

cessors have successfully employed constant turbulent

Prandtl numbers to simulate data with large tempera-

ture gradients and property variation. The companion

paper [3] is an example. Part of the reason for such

success is the dominance of the thermal resistance in the

viscous layer as opposed to the central core of a heated

flow; large variations in rT will not cause a significant
effect on the temperature distribution since the thermal

resistance of the core region is already low [37]. More

complicated treatments of the thermal transport, such as

solution of additional equations for turbulent heat flux,

do not necessarily provide better simulations even for

simpler flows with constant properties as shown by

Ezato et al. [38] and Torii and Yang [11, Figs. 2 and 5].

In the case of the mixing length model, the Nikuradse

[20] distribution was combined with the van Driest [21]

wall damping function in order to examine a nearly

original version. The van Driest model has been ex-

tended by McEligot and Bankston [36] to handle low-

Reynolds-number turbulent and laminarizing flows;

simulations with this modified version have been pre-

sented in the companion paper [3].

The one-equation model of Wolfshtein [24] was used

in the form modified by Axcell [39] (see Axcell and Hall

[25]) to apply to ‘‘fully developed’’ pipeflow by revising

the original constants. The equation for turbulence ki-

netic energy in the ‘‘modified Wolfshtein model’’ is

1

r
oðqrVkÞ

or
þ oðqWkÞ

oz
¼ lt

oW
or

� �2
þ 1

r
o

or
r l

��
þ lt

rk

�
ok
or

�

� CDqk3=2

lD

where lt¼Clqk1=2ll, R¼ k1=2y=m, ll ¼ y½1� expf�AlRg�
and lD ¼ y½1� expf�ADRg�. The quantities Cl and CD

are empirical constants and ll and lD are length scales
for turbulent diffusion and dissipation, respectively. The

constants are assigned the values Cl ¼ 0:09, CD ¼ 0:09,
rk ¼ 1:0, Al ¼ 0:0173 and AD ¼ 0:205 here.
Wilcox [40] suggested that k–e models have short-

comings for boundary layer flows and proposed instead

using x, a specific dissipation rate, as the dependent

ML Mixing length (Nikuradse [20], van Driest

[21])

RC Prescribed eddy diffusivity (Reichardt [22])

DS Implicit eddy diffusivity (Deissler [23])

WA One-equation k (Wolfshtein [24], Axcell and

Hall [25])

JL Low-Reynolds-number k–e (Jones and
Launder [26,27])

LS Low-Reynolds-number k–e (Launder and
Sharma [28])

CH Low-Reynolds-number k–e (Chien [29])
LB Low-Reynolds-number k–e (Lam and

Bremhorst [30])

MRS Low-Reynolds-number k–e (Michelassi et al.
[31])

SH Low-Reynolds-number k–e (Shih and Hsu
[32])

TAS Low-Reynolds-number k–s (Thangam et al.

[33])

Table 1

Model constants

Model Cl C1 C2 rk re

LS 0.09 1.44 1.92 1.0 1.3

JL 0.09 1.55 2.0 1.0 1.3

Chien 0.09 1.35 1.8 1.0 1.3

LB 0.09 1.44 1.92 1.0 1.3

SH 0.09 1.5 2.0 1.3 1.3

MRS 0.09 1.44 1.92 1.3 1.3

TAS 0.096 1.44 1.83 1.36 1.36
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Table 4

Model features

Model Dissipation equation BC for e at wall Length

scale

Asymptotic feature of mt Parameters used in fl

LS ~ee ~ee ¼ 0 k3=2=~ee 0(y3) Ret
JL ~ee ~ee ¼ 0 k3=2=~ee 0(y3) Ret
Chien ~ee ~ee ¼ 0 k3=2=~ee 0(y3) yþ

LB e oe=oy ¼ 0 or e ¼ mo2k
oy2

k3=2=e 0(y4) Rey & Ret

SH e e ¼ 2m o
ffiffiffi
k

p

oy

 !2
k3=2=~ee 0(y3) Rew

MRS e e ¼ 2m o
ffiffiffi
k

p

oy

 !2
k3=2=~ee 0(y3) yþ

TAS e e ¼ 2m o
ffiffiffi
k

p

oy

 !2
k3=2=~ee 0(y3) Ret & yþ

Note: Ret ¼
k2

me
, Rey ¼

ffiffiffi
k

p
y

m
, yþ ¼ usy

m
, Rew ¼ W 4

me
and Rep ¼

mtðoW =oyÞ2

k
ffiffiffiffiffiffiffiffiffiffiffiffi
Cle=m

p .

Table 3

Extra terms

Model D E

LS
2m

o
ffiffiffi
k

p

oy

 !2
2mmt

o2W
oy2

� �2

JL 2m
o
ffiffiffi
k

p

oy

 !2
2mmt

o2W
oy2

� �2

Chien �2mk=y2 � 2me
y2
expð�0:5yþÞ

LB 0 0

SH e expð�Re1=2t Þ 2mmt
o2W
oy2

� �2
MRS e expð�0:09ReyÞ 1:2mmtðo2W =oy2Þ2 þ 0:0085m k

e
ok
oy

oW
oy

o2W
oy2

TAS 0 0

Note: P ¼ 0 in all the models except in SH where P ¼ 1
r

o

oy
r
0:01

f 2l

mt
rk

ok
oy

 !
.

Table 2

Damping functions

Model fl f2

LS expð�3:5=ð1þ Ret=50Þ2Þ 1� 0:3 expð�Re2t Þ
JL expð�2:5=ð1þ Ret=50ÞÞ 1� 0:3 expð�Re2t Þ
Chien 1� expð�0:0115yþÞ 1� 0:22 expð�Re2t =36Þ
LB ½1� expð�0:0165ReyÞ�2 1þ 20:5

Ret


 �
1� expð�Re2t Þ

SH 1� expð�a1Re1=4w � a2Re1=2w � a3RewÞ where a1 ¼ 5
 10�3,
a2 ¼ 7
 10�5, a3 ¼ 8
 10�7

1� 0:22 exp
�
� Re2t
36

�� �
~ee
e

MRS
½1� expð�0:044yþÞ�2

1þ 6 expð�0:12yþÞ 1� 0:22 exp
�
� Re2t
36

�� �
~ee
e

TAS ð1þ 3:45=Re1=2t Þ tanhðyþ=70Þ ½1� expð�yþ=4:9Þ�2½1� 0:22 expð�Re2t =36Þ�
Note: f1 ¼ f3 ¼ 1 in all models except f1 ¼ 1þ ð0:05=flÞ3 in LB and f3 ¼ expð2:1Re3pÞ in MRS.
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variable for the second turbulence transport equation.

The physical interpretation of x is that it is the ratio of
the dissipation rate e to turbulent mixing energy. Al-
though the model does not include damping functions to

account for wall proximity effects, it is of a form that can

be integrated directly to the wall rather than using a wall

function. Thangam et al. [33] proposed that, by using a

turbulent time scale, s ¼ 1=x, with wall damping func-
tions having improved asymptotic behavior, the short-

comings of both the k–e and k–x formulations could be
alleviated. Their argument was that the k–s model pos-
sesses a natural boundary condition near the wall that is

lacking for e. For the purpose of the present numerical
simulations, the s equation was converted to an equa-
tion for e.
From the condition of no slip, the wall boundary

condition for turbulence kinetic energy is k ¼ 0. For
turbulence dissipation rate, the various authors use a

variety of versions depending on the physical bases of

their models. In the present simulations, the wall

boundary conditions for the e equation were evaluated
as shown in Table 4.

2.3. Numerical method

The computer program, used in the study reported

here, is a version of the ‘‘CONVERT’’ code initially

developed by Cotton [15] and later extended by Yu [16]

and Mikielewicz [14]. The differential equations are

discretized using a finite-control-volume formulation

following the approach of Leschziner [41]. The resulting

algebraic equations are decomposed into two bi-diago-

nal matrices and are later solved using the Gaussian-

elimination method. Since the set of partial differential

equations is parabolic in character, the solution is ob-

tained by starting with specified distributions of the

dependent variables at the inlet and proceeding in steps

downstream. At each downstream station, the equations

are solved iteratively to take account of the non-linear-

ities and strong coupling.

Non-uniform distributions are employed for the node

spacing in both radial and axial directions. A fine grid is

needed in the near wall region to resolve steep gradients

in the mean and turbulence fields; a procedure developed

by Cotton [15] is used to generate the spacing. In the

radial direction, 101 nodes are assigned with the first at

yþ ¼ 0:5 and the 51st at yþ � 30. In the streamwise di-
rection step sizes are based on Dzþ � 10, i.e., about two
‘‘linear’’ layer thicknesses.

Property values are recalculated at all nodal positions

and control volume faces as appropriate at each itera-

tion. The streamwise pressure gradient is determined

iteratively to satisfy the overall continuity equation [42];

the estimated value is adjusted until the calculated mass

flow rate agrees with the specified total mass flow rate.

Under-relaxation was introduced in the iterative pro-

cess; a relaxation factor of 0.05 was applied to the k and

e fields for the second and subsequent iterations at each
axial station. Typically, the solution was taken as con-

verged at a station when the normalized changes be-

tween successive iterations decreased to 10�6 for the

velocity field and to 10�4 for turbulence kinetic energy.

For further details concerning the numerical procedure,

the reader is referred to the theses of Mikielewicz [14],

Yu [16] and Cotton [15].

Numerical accuracy of the calculation procedure has

been examined by Cotton [15], Yu [16] and Kirwin [43]

by conducting sensitivity tests and making comparisons

with accepted results. Simulations of mixed and forced

convection have been examined for low and high Rey-

nolds numbers and for constant and variable properties.

The sensitivity tests involved varying radial and axial

spacing of nodes, convergence criteria, relaxation factors

and number of iterations of the thermal energy equa-

tion. With a less stringent constraint for the velocity

solution, when changing the relaxation factor from 0.2

to 0.05 Kirwin found an increase of �2% in Nusselt

number. In general, criteria more stringent than those

used in the present study (halving or doubling, as ap-

propriate) changed parameters, such as Nusselt number,

friction factor and centerline velocity, <0.1%.

3. Constant properties predictions

One would want both heat and momentum transfer

to be handled adequately for constant properties before

treating cases with property variation; this section con-

siders both. This initial consideration of a case with heat

flux uses the constant properties idealization so the flow

and momentum transfer are equivalent to adiabatic

conditions. As an initial assessment of the turbulence

models examined in the present study for use at low-

Reynolds-number flows, calculations were made for

fully developed flow and heat transfer to air in a uni-

formly heated tube to determine friction factor and

Nusselt number with the constant properties idealiza-

tion. The Prandtl number used was 0.7 and the Reynolds

number range covered was 4000 < Re < 60,000. To
obtain constant property heat transfer predictions, the

calls to the property subroutines were suppressed and

properties were held constant at the initial values

throughout the calculation (consequently, the results

become independent of the value of qþ used for the

calculation or, in a sense, equivalent to qþ � 0). To
obtain results for the fully established flow and heat

transfer idealization, the heat transfer calculations were

started with the approximate flow profiles at the inlet

and were continued for 100 diameters from the start of

heating to achieve fully developed flow and thermal

conditions. Predicted values of friction factor and Nus-

selt number at the outlet obtained using the various
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turbulence models are compared in Table 5 and Fig. 1,

respectively, to those given by accepted empirical

equations for turbulent flow in the low-Reynolds-num-

ber range. The empirical equation used for friction co-

efficients is the Blasius equation.

With the idealizations of fully developed flow and

constant properties, the predictions of friction factor at

the Reynolds numbers of interest here gave results that

are mostly high relative to the Blasius correlation. The

friction factors presented in Table 5 are for the inlet

conditions of Shehata’s experiment, i.e., Re � 4280 and
6060 for the CH, JL, LS, ML, SH, TAS andWAmodels.

Closest to the Blasius equation values are the predictions

from the CH, LS and TAS models. The other four

models forecast discrepancies of about 10% or more.

These discrepancies are not surprising. Launder and

Priddin [44] earlier demonstrated in a more limited

manner that some turbulence models do not do well for

predicting the friction factor in pipeflow (their Fig. 3).

Patel et al. [45] showed that some popular turbulence

models do not even predict skin friction coefficients

well for a flat plate boundary-layer at high Reynolds

numbers. A low-Reynolds-number pipe flow requires a

significant favorable streamwise pressure gradient (in

non-dimensional terms). Patel et al. found that only a

few models predicted cffxg reasonably for a turbulent
boundary layer with a significant favorable streamwise

pressure gradient.

For Nusselt number, the Dittus–Boelter equation

[46], with the coefficient taken as 0.021 [8,47], was em-

ployed for comparison purposes. McEligot et al. [48]

showed that for common gases that equation is valid to

within about 5% for Pr � 0:7 and Reynolds numbers
greater than about 2500. This relation is the basis of the

normalization in Fig. 1. Also shown is the relation

proposed by Petukhov et al. [49]; this is claimed to fit

available data for the ranges 4000 < Re < 6
 105 and
0:7 < Pr < 5
 105 to within about 4%. Based on the
predictions of Nusselt number, several popular models

could be immediately eliminated from further consider-

ation. The JL, LB and WA models do not even handle

high-Reynolds-number flows well for heat transfer in a

simple circular tube. The Reichardt, Deissler and van

Driest/Nikuradse models were all essentially developed

for use with higher Reynolds numbers than those which

are of interest here in conjunction with simulation of

intensively heated pipe flow with strong variation of

fluid properties (see later section). No modifications

have been made to account for effects that become im-

portant at low Reynolds number. Consequently, the

Nusselt numbers predicted using these models diverge

from the values given by the empirical correlations as

the Reynolds number is reduced. At Re ¼ 5000, predic-
tions using the Reichardt eddy diffusivity model were

some 40% higher than the Dittus–Boelter value. The

Deissler model gave results over 25% high. The predic-

tions of the van Driest/Nikuradse model were much

nearer (only about 15% high at Re ¼ 5000).
Several k–e models designed for use at low Reynolds

number also gave poor results. At Re ¼ 5000, the value
obtained using the Jones and Launder model was over

30% high and the Lam and Bremhorst and the Shih and

Hsu predictions were over 15% high. The low-Reynolds-

number k–s model of Thangam et al. was about 14%

high. The only model which gave acceptable results was

that of Launder and Sharma; its predictions fell within

the estimated experimental uncertainties of the empirical

values. The Chien version was slightly high at low

Reynolds numbers (about 8%) and the Michelassi et al.

version was about 8% low at high Reynolds numbers.

4. Comparisons to experiments with strong heating

To assess the potential of turbulence models to

handle difficult conditions with significant property

variation for common gases, calculations have been

Table 5

Calculations of friction factors (f=fBlasius) for fully developed flow at constant properties

Re ML WA JL SH CH TAS LS

4280 1.097 1.170 1.213 1.123 1.024 1.070 0.944

6060 0.932 1.106 1.182 1.075 0.958 1.038 0.930

Fig. 1. Low-Reynolds-number predictions for fully established

flow in a circular tube with constant properties from various

turbulence models [14] normalized by Dittus–Boelter [46] cor-

relation. Curve labeled P–K is an accepted empirical correlation

by Petukhov et al. [49].
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made for air using several models simulating the ex-

periment of Shehata. His very careful study has been

described in the companion paper [3]; further details are

provided in the report by Shehata and McEligot [13] and

the theses of Perkins [2] and Shehata [12]. Inlet Reynolds

numbers used were about 6080 and 4260 with non-

dimensional heating rates, qþ ¼ q00w=ðGcpTi), of about
0.0018, 0.0035 and 0.0045 yielding a range of flows from

essentially turbulent to laminarizing. For ease of refer-

ence to the reader, these conditions are called Runs 618,

635 and 445 (i.e., the first digit represents the inlet

Reynolds number and the last two indicate the heating

rate). Over the range 5 < x=D < 26 the wall heat flux
was uniform to within about 3% of the average value.

The test section provided a path for thermal conduction

in the upstream direction and also thermal radiation;

consequently, there was some slight preheating of the

flowing gas (discussed later). Based on consideration of

non-dimensional buoyancy parameters and evidence to

be discussed later, it was concluded that buoyancy ef-

fects on the heat transfer results would have been slight

to negligible.

In the calculations to simulate these flows with sig-

nificant property variation, the flow profiles at the entry

were obtained from computational predictions of fully

developed, isothermal flow at the measured mass flow

rate for each turbulence model. The inlet pressure and

temperature were set to the measured values. Shehata

and McEligot [13] presented the wall temperatures up-

stream from the first electrode in the region affected

by upstream thermal conduction; the simulations were

made using a distribution of wall heat flux to correspond

to these tabulated temperatures in the first 14.8 diame-

ters matched to Shehata’s deduced heat flux distribution

for the electrically heated region.

To illustrate the predictions of integral heat transfer,

Fig. 2 presents the resulting wall temperature distribu-

tions for eight models for the three runs. For the thermal

design engineer, these are of key importance. (If desired,

approximate non-dimensional temperatures may be ob-

tained by converting to the Kelvin scale and dividing by

an entry temperature of about 297 K.) In this figure the

distance z=D is labeled from the start of the calculation,
so the nominal start of heating is at z=D � 14:8 and the
near-uniform wall heat flux range is in the region

20 < z=D < 41. End conduction effects and radiation to
the open exit of the test section reduce the wall heat flux

and wall temperatures beyond z=D � 41. The expected
sharp rise of wall temperature after the abrupt increase in

wall heat flux (near z=D ¼ 15) is demonstrated by all the
models. All show the expected decrease in wall temper-

ature as the heat flux falls at the end of the test section

(not shown).

In Fig. 2 the identification of the models is via the

letter labels assigned earlier, e.g., LS, TAS, etc. The

symbols are the measurements from Shehata [12]. For

the lowest heating rate, ‘‘turbulent’’ run 618, the trends

from model to model are approximately the same as for

the results for fully established heat transfer with con-

stant properties that were presented in Fig. 1; models

which did not reproduce that condition well predict

the behavior with property variation poorly as well. For

the purpose of making quantitative comparisons, we

examine the predictions at z=D � 40 where the wall
temperature is highest. The wall-to-bulk temperature

difference is underpredicted by over 40% in the worst

case. The discrepancy is 30% in the case of one ‘‘low-

Reynolds-number’’ k–e model (SH), actually slightly
worse than the high-Reynolds-number mixing length

model. The low-Reynolds-number k–e models of Jones
and Launder and of Lam and Bremhorst gave approx-

imately the same results as the mixing length model.

Forecasts within 20% of the measured values were yiel-

ded by Michelassi et al., by Chien and by Thangam et al.

The model of Launder and Sharma did slightly better

with a conservative overprediction of about 13%.

Fig. 2. Predicted local wall temperatures (lines) compared to

measurements (circles) of Shehata [12].
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Comparisons in the cases of the two higher heating

rates discriminate amongst the models further. In gen-

eral, the models showing poor agreement at the lower

heating rate remained poor. Numerical difficulties were

experienced using a couple models when they were ap-

plied under conditions of strongly varying properties

and no results were produced. The one-equation model

underpredicted the temperature difference by 55% or

more for such conditions.

There were some differences in relative rankings of the

models as the heating rate was increased and Reynolds

number decreased. The LS model clearly performed best

in each case. The SH model improved slightly compared

to the mixing length predictions but both underpredicted

by up to about 40%. The JL model improved relative

to the CH and TAS low-Reynolds-number k–e models.
At the lower Reynolds number, as one might expect,

some of the low-Reynolds-number k–emodels performed
better in comparison to the van Driest mixing length

model which was developed for high Reynolds number

flows.

The distributions of local Nusselt number are com-

pared with the data in Fig. 3; the labels used are as in Fig.

2 and the earlier list. Near the start of heating, the ap-

paratus consists of the continuous tube as a test section

with a thin circular electrode joined to its outside surface;

this region is surrounded by granular insulation and then

a shield with guard heating [2]. The resulting distribution

of heat flux to the flowing air is difficult to deduce pre-

cisely in the immediate vicinity of this electrode [1, Ap-

pendix C] so its experimental uncertainties are greater in

this region. Also numerical results become more uncer-

tain in the vicinity of abrupt variations of the thermal

boundary conditions as occur there. These difficulties

decrease rapidly with distance into the heated region. For

example, the data reduction from the experiment did not

directly account for the preheating of the air due to up-

stream conduction and, within 10 diameters, the result-

ing error of about 1% in ðTb � TiÞ=Ti effects the local
Nusselt number by about 2% or less [3]. Consequently,

comparisons between predictions and measurements are

not warranted in the first few diameters of the heated

region and Fig. 3 is plotted accordingly.

For the near uniform heat flux region in the range

20 < z=D < 41 the results provide a similar picture to
that from the axial temperature profiles in terms of rel-

ative performance. For run 618 the CH, TAS and LS

models agree with the data to within about 15% and for

run 635 they are within 20% with the LS model clearly

being closest. For both these cases the LS model un-

derpredicts the Nusselt number whereas the others

overpredict it. For the laminarizing run 445 the LS

model is in very close agreement with the experiment

and the other two overpredict by about 25%. For both

Runs 635 and 445 the JL model improves considerably

and joins the CH and TAS models downstream.

For all three sets of experimental conditions the

Launder and Sharma version performed best; for Runs

635 and 445, its predictions of wall-to-bulk temperature

difference differed from the data by less than 6%, which is

close to the estimated experimental uncertainty for these

conditions. Therefore, in the remainder of this paper

results using that model have been selected for compar-

ison with further experimental data (pressure gradients

and profiles of local mean velocity and temperature

measured at various axial positions). While the wall

temperature predictions are probably of main interest to

the thermal design engineer, the prediction of pressure

drop is also important in the case of the gas flow system

Fig. 3. Variation of local heat transfer parameters as predicted

by various turbulence models (lines) and as measured (circles)

by Shehata [12].
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under consideration here. Fig. 4 demonstrates the close

agreement between the values of the non-dimensional

pressure decrease Pþ predicted by the Launder–Sharma

model and the measurements. Since elevation change and

acceleration due to heating are also very significant, this

comparison is not a direct verification of the prediction

of the wall friction. For run 618 the friction is responsible

for only about half of the pressure drop while at the

highest heating rate of run 445 it represents only one-

third [38]. Consideration of the velocity distributions

next gives more evidence on this.

The Launder–Sharma simulations are next assessed

in terms of the mean velocity and temperature profiles.

Fig. 5(a) and (b) provide direct comparisons between the

predicted profiles and the data. Presenting velocities in

the form of profiles of W =Wb avoids the uncertainties
which would have been involved in the use of us for non-

dimensionalization. Presenting temperatures in the form

T=Tin checks agreement with the energy and mass bal-
ances as well as providing a picture of the development

of the thermal layer.

In general, the estimated uncertainty in local velocity

measurement was calculated to be in the range of 8–10%,

with the larger value being associated with measurements

near the wall. The uncertainty in local temperature

measurement was typically 1% or 2% of the absolute

temperature. These estimates are believed to be conser-

vative since comparisons of the integrated and measured

total mass flow rates for each profile showed better

agreement (3% or less, except near the exit in the runs

with the two highest heating rates). In contrast to con-

ventional wisdom, when there is significant gas property

variation, a mass balance is primarily a test of the profile

of the quotientW fyg=Tfyg and an energy balance checks
the profile W fyg [13].

The measured points nearest the wall correspond to

values of yþ from about 3 to 5, depending on the heating
rate and station. The location y=R ¼ 0:1 corresponds to
yþ � 20 for the entry profiles of Runs 618 and 635. At
the last station, y=R ¼ 0:5 is about yþ � 60 and 30 for
Runs 618 and 445, respectively. A significant portion of

the cross-section is therefore occupied by the viscous

layer in all three runs.

The quantity T=Tin provides an indication of gas
property variation both across and along the tube. In

Run 618, T=Tin varies by about 50% from the wall to

y=R ¼ 0:5 at the last station, so l and k vary by about

40% in that region. In contrast, in run 445 they vary by

more than that in the first three diameters of the heated

length of the pipe.

At the first station for each run, the velocity data

points near the wall appear to be high relative to what

would be indicated by extrapolation of the data from

further out, a common feature in such measurements

(and a good reason for not determining us by fitting to

uþ ¼ yþ). Measurements at this location required the
greatest insertion of the probe support so some aspects

of the data reduction are necessarily more uncertain

there. In all cases the first predicted velocity profiles near

the wall are low relative to the data but show good

agreement for y=R > 0:1; at x=D � 3, these are the
closest to the adiabatic entering turbulent flow. The

lower values correspond to lower velocity gradients at

the wall and, therefore, lower friction factors; this trend

is opposite to that noted for the predictions of adiabatic

friction factors.

At the conditions of ‘‘turbulent’’ Run 618, the pre-

dicted velocity profiles show reasonable agreement at

x=D � 14 and 25 but are still slightly lower than the
data. The lower velocity near the wall implies a lower

rate of thermal energy removal by near-wall convection

so, with a specified wall heat flux, predicted tempera-

tures near the wall would be high as seen in Fig. 5(b).

The corresponding underprediction of local Nusselt

numbers is evident in Fig. 3.

The velocity predictions of ‘‘intermediate’’ Run 635

behave much like those of Run 618 with better agreement

occurring after the first station, but at x=D � 9 and 14 the
predictions are still low and the temperature predictions

are high, accordingly. By 19 diameters the velocity

agreement is quite good considering the difficult condi-

tions. Perkins [2] and Torii et al. [10] found that condi-

tions intermediate between turbulent and laminarized

were the hardest to predict. Examination in the next

section predicts that by x=D � 14 the flow would be ef-
fectively laminarized from the wall to y=R � 0:2; the
temperature profiles near the wall appear laminar as well.

While the velocity profile comparison is better at higher

axial distances, the temperatures are still overpredicted

due to the upstream thermal history, i.e., with the up-

stream temperature predictions higher than measured,

Fig. 4. Effects of heating on non-dimensional pressure defect.

Predictions by model of Launder and Sharma [28] and data

from Shehata [12].
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Fig. 5. (a) Predicted axial development of mean streamwise velocity calculated with model of Launder and Sharma [28] (lines)

compared to measurements (symbols) of Shehata [12] with strong heating of air in a vertical circular tube. (b) Predicted axial de-

velopment of mean temperature calculated with the model of Launder and Sharma [28] (lines) compared to the measurements

(symbols) of Shehata [12] with strong heating of air in a vertical circular tube.
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the simulated thermal layer being convected downstream

has more thermal energy. Again these temperatures agree

with the development of the wall temperature (Fig. 2)

and the trends of Nufxg (Fig. 3).
For Run 445, temperature and velocity predictions

generally look good throughout, despite the fluid prop-

erty variation being greatest for that case. This result

probably occurs because molecular transport increases

in importance once the laminarizing process has begun

and so the uncertainties in the turbulence modeling be-

come of less significance. This explanation is examined

further in the later section on the predicted behavior of

the Reynolds shear stress.

Overall agreement between the Launder–Sharma

predictions and the profile measurements is encouraging

though close examination has revealed some detailed dis-

crepancies. In such cases there are corresponding differ-

ences between predictions of integral parameters and

data. Generally, however, the predictions of velocity and

temperature profiles do provide a satisfactory descrip-

tion of the observed behavior.

5. Further discussion of numerical results

5.1. Influences of property variation on integral heat

transfer

The need to account properly for gas property vari-

ations is demonstrated by the results of further simula-

tions shown in Fig. 6 in terms of the local Nusselt

number. For each run the solid line labeled LS F CP

presents the result obtained using the Launder–Sharma

model with properties held at their inlet values. The

dotted line labeled LS B VP is the result using the same

model calculated with full property variation, including

buoyancy influences. After the first few diameters, the

LS B VP predictions agree well with the data as was

noted earlier. The discrepancy between the constant

property simulations and the data is quite striking. The

data show heat transfer deteriorating steadily along

the tube in each case. Nusselt numbers fall to values

of about 12, 9 and 7 for the ‘‘turbulent’’, ‘‘intermediate’’

and ‘‘laminarizing’’ runs, respectively. The value of 7 in

Run 445 is indicative of heat transfer with strongly

laminarized flow. In contrast, constant properties pre-

dictions develop a fully established heat transfer condi-

tion with Nusselt numbers of about 20 for the two

higher Reynolds number cases and 15.5 for the lower

one. These values are indicative of turbulent flow. The

overprediction of heat transfer at the downstream end

with the constant properties idealization is about 120%

for Run 445.

The question arises as to what extent buoyancy in-

fluences were responsible for the deterioration in heat

transfer evident in the LS B VP simulations. In order to

examine this further calculations were also undertaken

with the gravitational body force term suppressed. The

results are also presented in Fig. 6, labeled LS F VP. It

can be seen that the differences between predictions with

and without buoyancy are very small. For the ‘‘turbu-

lent’’ case, Run 618 a slight reduction in Nusselt number

is forecast with the inclusion of buoyancy. For the

laminarized case, Run 445, a slight increase of the

Nusselt number is evident. For the intermediate case,

Run 635, almost no difference is seen. Thus, from the

simulations it would appear that buoyancy influences

were probably not responsible for the deterioration in

Fig. 6. Forecast effects of buoyancy forces and gas property

variation according to the model of Launder and Sharma [28],

compared to data of Shehata [12].
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heat transfer evident in the experiments under consid-

eration.

Confirmation of this view is provided from evidence

from the extensive studies of mixed convection by

Jackson et al. [50–53]. For Run 635, their buoyancy

parameter Bj (¼ Grq=Re3:425Pr0:8) is about 1:6
 10�6 at
the start of heating and about 9
 10�7 at the last useful
station (x=D � 25). For Run 445, the comparable values
are about 5
 10�6 and 2:4
 10�6, respectively. For such
values of this parameter, Li [54] found measurable re-

ductions of local Nusselt number due to buoyancy for

x=D > 50 in his experiments with air flowing upwards in
a long uniformly heated tube. However, such reductions

were not evident for smaller values of x=D. On this basis
it is concluded that, in the view of the comparatively

short length of tube used in the experiments under con-

sideration here, measurable buoyancy influences would

not be present. The absence of significant buoyancy in-

fluences in the present simulations as evidenced by sim-

ilarity of the LS B VP and the LS F VP simulations is

therefore entirely consistent with the above conclusion.

5.2. Further insight concerning buoyancy and acceleration

effects

Approximate analyses by Jackson and coworkers

[55–57] can provide preliminary insight into the rela-

tive effects of acceleration and buoyancy. An order-

of-magnitude criterion for the onset of buoyancy effects

in developed turbulent pipe flow has been generated

by considering modification of the shear stress profile

across the viscous layer. Treating properties as constant

(with the exception of the affected density) and taking

the extent of the affected region as dTþ ¼ dMþ=Pr0:4 with
dMþ � 26, Jackson [57] has estimated that for

Grq=ðRe3:5b Pr0:8Þ <� 5:6
 10�7

the buoyancy-induced decrease in shear stress across the

layer would be less than 10% of the wall shear stress. For

a developed turbulent pipe flow, this criterion corre-

sponds approximately to an effect of about 5% on the

Nusselt number. That is, below this order-of-magnitude

the effect of buoyancy on the heat transfer could be

expected to be negligible.

Applying the same reasoning, one can deduce a

comparable approximate criterion for the onset of ac-

celeration effects in a pipe flow. From the momentum

equation, one approximates

Ds ¼ sfyg � sw � ðdp=dxÞequivalent y � �W 2
b ðdqb=dxÞdH

In addition to the approximations employed for the

buoyancy effect, application of the prefect gas ‘‘law’’ and

the energy equation gives

ðDs=swÞ � ð4qþ=RebÞdMþ=ððf =2Þ3=2Pr0:4Þ

and an onset criterion of 10% becomes

ð4qþ=RebÞðRe3=8b =Pr0:4Þ <� 2:9
 10�5

The first parameter is recognized as being approximately

equal to the acceleration parameter Kv [7]. For air, this
criterion can be transformed to

Kv <� 9:5
 10�7 at Re ¼ 6000

and

Kv <� 1:2
 10�6 at Re ¼ 3000

For flows accelerated by lateral convergence, Murphy

et al. [58] found agreement with turbulent predictions

when Kv <� 9:5
 10�7 and agreement with laminar

predictions when Kv >� 4
 10�6. With the same ap-
paratus, Chambers et al. [59] observed that the turbulent

bursting frequency approached that for fully developed

turbulent flow as Kv ! 10�7 and approached zero as

Kv ! 4 
 10�6. One sees that Jackson’s order-of-mag-

nitude analysis is consistent with these experimental

observations for accelerated flows.

The relative effects of buoyancy and acceleration can

be compared as

ðDsbuoyancy=DsaccelerationÞ � ð51:6Grq=ðRe3:875b Pr0:4ÞÞ

 ðReb=ð4qþÞÞ

For the experiment of Shehata the highest values for

these criteria can be estimated as in the following table:

(The higher values are near the thermal entrance.) Thus,

for Run 618 both phenomena would be estimated to

have only slight effects, with acceleration being more

important than buoyancy. If the tube were long, for the

other two runs both phenomena might be expected to be

significant; for Run 635 both effects could be additive

leading to earlier laminarization whereas for Run 445

the implication is that either phenomenon could cause

laminarization. However, since the tube was relatively

short, these analyses overestimate the buoyancy effects. (A

more appropriate Grashof number in the thermal en-

trance might be based on q00wd
4
T which is considerably

smaller at low x.)

Available guidance appears contradictory concerning

the question whether buoyancy forces should cause

significant effects on the heat transfer parameters in

Run Acceleration

ð4qþ=RebÞ

 ðRe3=8b =Pr0:4Þ

Buoyancy

Grq=ðRe3:5b Pr0:8Þ
Dsbuoy=
Dsacc

618 3:6
 10�5 3:9
 10�7–
3:1
 10�7

0.56–0.46

635 6:6
 10�5 7:9
 10�7–
4:8
 10�7

0.61–0.41

445 1:1
 10�4 2:5
 10�6–
1:3
 10�6

1.24–0.72
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Shehata’s flows. At his levels of Bj, Li’s [54] combination
of his data with a correlation by Petukhov predicts ob-

servable and significant reductions of the local Nusselt

number. On the other hand, comparison to the thermal

entry predictions of Cotton and Jackson [51] indicates

small or negligible effects. The differences between these

two references include Reynolds number range, approach

and gas property variation.

Cotton and Jackson provide predictions for mixed

convection with constant fluid properties, emphasizing

buoyancy effects. For ascending flow of gases at

Re ¼ 5000, they found marked development effects

(their Fig. 2); at z=D ¼ 10, they predict a maximum re-

duction of Nusselt number of only 10% regardless of

heating rate. For z=D ¼ 20, they forecast a reduction of
10% at Bj � 2:5
 10�6 with a value of about 5
 10�6
required for a reduction of 20%. Apparently the thermal

boundary layer must first grow sufficiently for the

buoyant force to act over a large enough region to affect

the convective heat transfer. Thus, another possible

benefit of the ‘‘short’’ heated section in Shehata’s ex-

periment could be retaining the desired condition of

dominant forced convection while obtaining significant

variation of fluid properties.

In ascending laminar flow, significant buoyancy ef-

fects initially induce increased velocity gradients and

velocities near the wall; a blunt velocity profile evolves

as for a favorable pressure gradient or streamwise ac-

celerating flow. Consequences are increased stability

(retarding transition) and higher velocities which im-

prove convective heat transfer as shown by Worsoe-

Schmidt and Leppert [60] and Jackson et al. [50].

There are only a few experimental results available

with significant property variation and low Reynolds

numbers that provide direct comparisons of mixed

convection versus forced convection at the same condi-

tions. Bates et al. [61] obtained three sets of data by

increasing the gas pressure while holding mass flow rate

and heating rate constant: ‘‘turbulent’’, ‘‘slow lamina-

rization’’ and ‘‘rapid laminarization’’. (Vilemas et al.

[62] also varied gas pressure but did not present direct

comparisons with the other quantities held constant.)

For ‘‘rapid laminarization’’, increasing the buoyancy

parameter gave a slight enhancement, as would be ex-

pected for laminar flow. For ‘‘slow laminarization’’,

with initial conditions of Rei � 5840, qþi � 0:0031,
jGr=Re2i j � 0:23 and Bji � 1:3
 10�6 for the higher

pressure run, there was a reduction in Nusselt number of

about 8% at z=D � 25; these parameters were in about
the same range as Shehata’s run 635. Their ‘‘turbulent’’

run (Rei � 6900, qþi � 0:0010, jGr=Re2i j � 0:45 and Bji �
2:0
 10�6) had higher Reynolds numbers and buoyancy
parameters with a lower heating rate than the present

calculations and measurements for run 618––and it

showed a 25% reduction in Nusselt number due to

buoyancy influences.

Based on the relation of the Bates et al. results to

those of Li, one may estimate that the effects of buoy-

ancy forces at the conditions of Shehata’s experiments

could be of the following order:

However, since numerical predictions of the Reynolds

stresses and turbulent heat fluxes forecast that Run 635

begins to laminarize near the end of the test section, it

may have less change due to buoyancy forces than

suggested in this table. Lacking comparisons based on

direct measurements, one must consider these estimates

to be somewhat speculative.

Two messages evolve from this consideration of

buoyancy effects. First, there remains need for careful

measurements directly comparing forced and mixed

convection for a greater range of low Reynolds number

flows with significant heating; it could be a simple ex-

periment, as demonstrated by Bates et al., but it is

considered to be beyond the scope of the present study.

Secondly, forced convection dominates the heat transfer

results at the conditions of Shehata’s experiment. We

estimate that buoyancy would have affected the Nusselt

number by 7% or less in the worst case.

5.3. Influence of intense heating on turbulence

Since the model of Launder and Sharma performed

better than the others in forecasting wall temperatures

and Nusselt numbers for the conditions of the experi-

ment, and also reproduced the profiles of local mean

velocity and temperature satisfactorily, we next examine

its predictions of turbulence quantities.

Predicted profiles of the normalized turbulent viscos-

ity (lt=l) plotted against normalized distance from the

wall are shown in Fig. 7. These demonstrate the growth

of the viscous layer, the region near the wall where

turbulent viscosity is small compared with molecular

viscosity. The rate at which this happens with change of

axial location increases with qþ. As a measure of an
effective viscous layer thickness, say d, we can choose the
distance from the wall where ðlt=lÞ � 1. For conditions
where Rein � 6000 (Runs 618 and 635) d=R � 0:06 at the
inlet where as for Rein � 4300 it is about 0.09 (Run 445).
By the last measurement station, d=R is predicted to

grow to about 0.18, 0.42 and 0.53 for ‘‘conditions’’ 618,

635 and 445, respectively. These predictions are entirely

consistent with the explanation offered earlier by one of

the present authors that the cause of the unexpected

reduction in effectiveness of heat transfer in strongly

Run 618 x=D � 11 DNu=Nufc � 2%
x=D � 25 <� 5%

Run 635 x=D � 11 <� 5%
x=D � 25 <� 7%

Run 445 Laminarizing, probably negligible or slight

enhancement
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heated pipe flow was thickening of the viscous sublayer

[1, p. 131].

In the heated region, the effective viscous layer

thickness for Run 618 is forecast to increase by a factor

of about three and the centerline value of (lt=l) is ex-
pected to decrease by a factor of about two. However,

the resulting profiles of Reynolds stress (see Fig. 8a) re-

tain the shape of a turbulent shear stress profile corre-

sponding to a reduced Reynolds number and wall shear

stress. The peak value of the Reynolds stress at x=D �
25 is about half that for the inlet profile and it occurs

slightly further from the wall; thus, the normalized pro-

file st=sw is approximately self-preserving away from the
wall.

Predictions for Run 635 show lower values than Run

618 at equivalent stations. For example, at the last sta-

tion and y=R ¼ 0:2, the Reynolds stress profile for Run
618 is only about half that of the entry profile whereas

for 635 the corresponding profile is forecast to decrease

by a factor of about twenty. Peak values are corre-

spondingly lower. Thus, run 635 shows significantly less

turbulent momentum transport than run 618, which is

considered to be representative of gas flow with property

variation that retains its turbulent character. In that

sense, run 635 is predicted to be almost laminarized.

Expectations were that for Run 445 suppression of

turbulent transport might be more extreme than for Run

635. The calculations forecast continuous thickening

of the viscous-dominated region and reduction in the

maximum values of the Reynolds stresses. The contri-

bution of turbulent transport is predicted to be signifi-

cantly decreased as axial distance increases. For example,

within 14 diameters the maximum Reynolds stress de-

creases by about an order-of-magnitude from its value at

the inlet. At x=D � 25, the maximum Reynolds stress is
predicted by the model of Launder and Sharma to be

near zero for these conditions.

For a slightly higher heating rate (qþ � 0:0055),
Perkins [2] predicted the development of the mean

temperature profile well using a very simple model in

which turbulent transport was neglected. In his ap-

proach, turbulent entering velocity profiles were specified

and then the governing equations were solved with

turbulent viscosity and turbulent thermal conductivity

both set to zero throughout the thermal entry region.

The present predictions of the development of the tur-

bulent shear stress for Run 445 demonstrate why Per-

kins’s approach could be successful at high heating

rates; these turbulent transport quantities are forecast to

become negligible quickly after the application of strong

heating.

While the predictions of Runs 635 and 445 suggest

very much reduced turbulent momentum transfer rates

by the end of the heated region, the turbulent viscosity

profiles imply that there could still be turbulent fluctu-

ations in the core region of the flow. For both of these

runs, the profiles showing the development of lt=l (Fig.
7) could be thought of in terms of a laminar boundary

layer growing into a turbulent freestream flow (the core

region). For k–emodels, the turbulent viscosity is related
to k and e by lt ¼ Clflqk2=�ee. The value of lt=l would
correspond to significant turbulent kinetic energy at the

centerline (unless �ee is very low); Fig. 8b demonstrates
that the numerical predictions of turbulent kinetic energy

are consistent with this idea.

The simulations predict that the turbulence kinetic

energy would decrease axially for all three conditions.

For run 618 the profile maintains its typical shape as

expected for turbulent flow in a circular tube. Most of

the reduction occurs in the first 14 diameters and then

Fig. 7. Predictions of axial development of turbulent viscosity

for conditions of experiments by Shehata [12] calculated with

model of Launder and Sharma [28].
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the decrease is not as severe. Runs 635 and 445 show a

gradual transition from this typical turbulent shape at

the entry to a monotonically increasing profile from wall

to centerline at the end of the heated section. This

transition occurs at shorter distances for the higher

heating rate and lower Reynolds number; for example,

at x=D � 14 one sees a difference in predicted shapes. At
x=D � 25 the diffusive (gradient) transport of turbulence
kinetic energy would be solely from the centerline to-

wards the wall, with negligible production at the cen-

terline (oW =oy ¼ 0 by symmetry). The situation involves
the gradual decay of pre-existing turbulence. So, while

laminarization is clearly being forecast, a hot wire sensor

at the centerline would still show turbulent fluctuations

at this location, as observed by Bankston [63] and Og-

awa et al. [64].

6. Concluding remarks

A number of turbulence models, developed for tur-

bulent flows under conditions of uniform fluid prop-

erties, have been used in a computational study for

the purposes of simulating experiments with strongly

heated, variable property gas flows at low Reynolds

numbers in a vertical circular tube [12]. The selection of

models included a mixing length model, eddy diffusiv-

ity models, a one-equation k model and two-equation

models of k–e type with low-Reynolds-number treat-
ments; this selection is representative of models which

have been widely used is but not all-inclusive. Thermal

energy transport was modeled using a turbulent Prandtl

number.

New knowledge developed includes confirmation

that a particular model can be directly extended to

simulate the internal mean distributions of strongly

heated flows usefully, insight into the effects leading to

laminarization and how they relate to the model and

observation of the behavior of the simulated turbulent

shear stress which leads to validated predictions of in-

ternal velocity and temperature fields.

For the purpose of making a preliminary assess-

ment of the models, predictions of the friction factor

and Nusselt number were made using them for fully

Fig. 8. Predictions of axial development of turbulence quantities calculated with model of Launder and Sharma [28] for conditions of

experiments by Shehata [12]: (a) Reynolds stresses and (b) turbulence kinetic energy.
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established flow and heat transfer in a tube for air at low

Reynolds numbers under conditions of constant prop-

erties. The results were compared with values given by

well established empirical equations. Only one model

gave Nusselt numbers which agreed with the empirical

values within their estimated uncertainties. This was the

low-Reynolds-number k–e model of Launder and

Sharma [28]. Several k–e models which were specifically
developed for low-Reynolds-number applications gave

unacceptably high results.

Turning next to the variable property predictions,

one sees the experiments simulated involved heating

rates which were varied so as to cause significant influ-

ences on turbulence, in some cases leading to laminari-

zation. The apparatus was a vertical circular tube with

an unheated entry length for flow development, followed

by a resistively heated section which provided a thermal

boundary condition of approximately uniform wall heat

flux. Inlet Reynolds numbers of 6080, 6050 and 4260

with non-dimensional heating rates, qþ ¼ q00w=ðGcpTiÞ, of
about 0.0018, 0.0035 and 0.0045, respectively, were

employed. The parameters were chosen with a view to

the conditions being predominantly those of forced

convection. Profiles of mean velocity and temperature

were measured using hot wire anemometry.

Simulations of the experiments were made using eight

turbulence models. These provided predictions of inte-

gral heat transfer parameters for comparison with ex-

periment. The resulting axial wall temperature

distributions and Nusselt numbers for eight models were

compared to the data from the three runs. At the loca-

tion where the wall temperature was highest, the wall-

to-bulk temperature difference was underpredicted by

up to 40% by some of the low-Reynolds-number k–e
models. For all three sets of experimental conditions the

Launder–Sharma model gave the best results: for the

two higher heating rates, its predictions of temperature

difference differed from the data by only 6%, which is

comparable to the estimated experimental uncertainty of

the measurements for these conditions. Furthermore,

the Launder–Sharma predictions of mean velocity and

temperature profiles proved to be in good overall

agreement with the measured profiles. It is therefore

concluded that the predicted turbulence quantities

should provide useful insight into the influences present

in the experiment.

Examination of the predicted Reynolds stress and

turbulent viscosity suggests that the run at the lowest

heating rate behaves as a turbulent flow, but with some

reduction in turbulent transport near the wall. For the

higher heating rates, the predicted turbulence quantities

showed a steady decline in the viscous layer region with

increased axial position––representative of conditions

which might be described as laminarizing. Overall, the

agreement between the predictions of mean velocity and

temperature profiles and the data was good.
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